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Talk Structure

What is time series machine learning?
Classification
Clustering
Regression



A time series is an ordered list of observations
of real valued variable

If each observation is a scalar, If each observation is a vector
we call it a univariate time of observations we call it a
series multivariate time series

Annual U.K. GDP Growth, 1948 to 2012

The data does not need
to be ordered in time
(sometimes called a
data series)

avfy

Source: Office for National Statistics - Quarterly
National Accouass, Q4 2012 Release



Expanded in 2018 to 128 datasets

Multivariate Archive introduced in 2018 with 30

datasets

184

University of East Anglia

University of

Southampton

I%UNIVERSITY O§AL]FORNIA

Time Series Classification = Home  Datasets  Algorithms  Results  Researchers  Code

Welcome to the UEA & UCR Time Series Classification Repository

NEW: the univariate TSC archive has been relaunched with 128
datasets. Download all the data with the link below. For info on
each follow the datset tab. The new UCR TSC archive can be
referenced with this paper.

NEW: the multivariate TSC archive has been launched with 30
datasets. Download all the data with the link below. For info on
each follow the datset tab. The new UEA MTSC archive can be
referenced with this paper.

Bibliography  UEA Papers ~

m Datasets News

Lastest Datasets

Best Accuracy
Achieved

Phoneme 36.20%

lorms 73.49%

Best
Algorithm

COTE

BOSS

We would like to
thank everyone who
donates and helps
maintain these
archives




Hand and bone outlines, Herring Otoliths, Faces, Leaves,
Arrow Heads, Yoga, Words/letter, Shapes (MPEG7)




Car engines, light curves, lightning, electric devices
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Gestures (Uwave), Cricket hand signals, Gun Point, Asphalt
road condition, inline skating
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Beef, Coffee, Ham, Meat, Olive Oll,
Strawberry, Wine, Whisky

Quadram
Institute
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ECG, EEG, MEG, EOG
XX

QS

Normal Ischemia

Heartheats
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Time Series Machine Learning Tasks

Clustering Classification Regression
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Time Series Classification (TSC)

Labelled training
series

Classify /\ ~ ‘

unlabelled series



Home > Data Mining and Knowledge Discovery > Article

The great time series classification bake off:
areview and experimental evaluation of
recent algorithmic advances

Open access | Published: 23 November 2016 | 31,606-660(2017)

Deep learning for time series classification: a review

8 7 6
Lol |

PF 6.0804 275 HC2
FreshPRINCE 5.5313 3.2545 Hydra-MR
RSTSF 5.0223 4.3661 InceptionT
WEASEL-D 4.5313 4.4643 RDST

Authors: Hassan Ismail Fawaz, Germain Forestier, Jonathan Weber, Lhassane Idoumghar, Pierre-Alain Muller

Published in: Data Mining and Knowledge Discovery | Issue 4/2019

d I'/(iV > ¢s > arXiv:2304.13029

Computer Science > Machine Learning

[Submitted on 25 Apr 2023]

Bake off redux: a review and experimental evaluation of recent time series classification algorithms
Matthew Middlehurst, Patrick Schafer, Anthony Bagnall




c

aeon tsml toolkit aeon Welcome to aeon

@ aeon-toolkit.org/en/latest/ G 17 %

. = 1 ason is a scikit-learn compatible toolkit for time series tasks such as forecasting, classification and
https://www.aeon-toolkit.org/ o
* Provides a broad library of time series algorithms, including the latest advances.

Q searc T ; : ; . .
pacat * Efficient implementation of time series algorithms using numba.

* |nterfaces with other time series packages to provide a single framework for algorithm comparison.
USING AEON

The
Alan Turing

.g\‘[hl,lb API Reference v

Installation

GEUNg Started

Examples

eon
DEVELOPING AEON

University of Cambridge

Department: | Electronics and Computer Science
Organisation:| University of Southampton
Scheme: Standard Research ] )
Starts: 01 August 2023 | Ends: 30 September 2025 Value (£): !403,617

> DA annotation
> anomaly_detection Get Involved e
> Development Get started with time series forecasting. Get started with time series classification.
>
> A B A b ] - —e —~GOW Search 1 Jiicatien
Pioneering research : g — —_— -
> and skills Engineering and Physical Sciences Research Counci
>
3 1 Home GoW Home  Back Research Areas  Topic  Sector  Scheme  Region @ Theme  Organisation Partners
I datat
> A distances Details of Grant
5 )
5 EPSRC Reference: EP/W030756/2
Title: aeon: a toolkit for machine learning with time series
e Principal Investigator: Bagnall, Professor A
2 performance_metrics Other Investigators:| Sambrook, Dr TD Sami AK, Dr S Renoult, Dr L
> pipeline Researcher Co-Investigators:
b GlaxoSmithKline plc (GSK) Mercedes-Benz AG Monash University
S Project Partners: The Alan Turing Institute ucL University of California Riverside
>
>
>
>




Taxonomy of Time Series Classification Algorithms Part |

Warped Time Series A and B

Feature based

Training Data

S

Feature Vector
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Transformer | e |
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®?0 -

Predicted Class

\_

Interval based

W Training Data

/\/ Unseen Case
/ ‘ S
Transformer 2

Transformer 1 Transformer |




Distance Based Classifiers

Algorithm 1 DTW (a, b, (both series of length m), w (window proportion,
default value w < 1), M (pointwise distance matriz))

1: Let C be an (m + 1) x (m + 1) matrix initialised to zero, indexed from zero.

2: for 1 +— 1 to m do .
3:  for j + 1tom do DTW has no explicit
; ol <A13'm+th?n(0 O] penalty for moving off
1 i, & Mg T min{Ci—1,5-1,0i-1,5, Ci,5- :

return Cpn ro ¥ bimbmhe = the diagonal.

Algorithm 5 MSM(a, b (both series of length m), ¢ (minimum cost), d, (point-

wise distance function)) MPDIist DTW

1: Let D be an m X m matrix initialised to zero. ' ‘ "
2: D11 =d(a1,b1)
3:f0rJzD<—2thdo . , o ) = cify<z<zory>x>z EE Fast DTW IShapeD‘rw
& i,1 = Di—1,1 + Clai, ai—1,b1) Rl = ¢+ min(|z — y|, |r — z|) otherwise. ‘ N
5: for i + 2 to m do
6:  Dii=Dii-1+C(bi,a1,b+4—1) _— I o
gl MSM uses a constant penalty
8: for j + 2 ton do . L
9: match + Di—1 ;-1 +d(ai.b;) | if values are within a Distance Based
10: insert +— D;_1 7 + C(ai’ a;_1, bj) DTW Dynamic Time Warping [Ratanamahatana and Keogh 2005]
1 delete D, jﬁ,l rl C(bj, bjﬁl, ai) th res hOId and a data Fast DTW Fast Dynamic Time Warping [Tan et al.jZO]S]
12: i 54— min(match insert, delete) ’ . EE Elastic Ensemble [Lines and Bagnall 2015]
’ return 16’3 ’ ? dependent penalty OtherW|8e FastEE Fast Elastic Ensemble [Oastler and Linesi2019]
i PF Proximity Forest [Lucas et al. 2019]
Shape DTW Shape based Dynamic Time Warping [Zhao and Itti 2018]
MPDist Matrix Profile Distance [Gharghabi et al.‘}2020]




Published: 28 June 2014

Time series classification with ensembles of elastic

ElaStiC Ensemble (E E) distance measures

Jason Lines B3 & Anthony Bagnall

Data Mining and Knowledge Discovery 29, 565-592 (2015) | Cite this article

5358 Accesses ‘ 275 Citations | 6 Altmetric | Metrics

CD

Euclidean D 12 11 10 9
DTW (full) .
DTW (cv wir

Derivati

Derivati ED
Weight DDTW B35
Welght DTW 7.5533
Longes DDTW CV 68267
Edit Distanc, WopTW 8853
Move-Split-hN 1688 ™
Time-warp Edit Distance

« Simple and transparent proportional voting scheme

» Constituents weighted by training cross-validation accuracy

» First reported TSC algorithm to significantly outperform DTW on the UCR datasets



Best in class: Proximity Forest (PF)

ShapeDTW 3.3705 1.2455 PF
1NN-DTW 3.317 2.067 EE

Published: 06 February 2019

Proximity Forest: an effective and scalable distance- | MON AS H
based classifier for time series

)

L ] | ]
Benjamin Lucas & Ahmed Shifaz, Charlotte Pelletier, Lachlan O'Neill, Nayyar Zaidi, Bart Goethals, Francois »* I I |V r |
Petitjean & Geoffrey |. Webb .

Data Mining and Knowledge Discovery 33, 607-635 (2019) | Cite this article

Computer Science > Machine Learning

[Submitted on 12 Apr 2023 (v1), last revised 13 Apr 2023 (this version, v2)]
B l ' I Proximity Forest 2.0: A new effective and scalable similarity-based classifier for time series
" E B N

Matthieu Herrmann, Chang Wei Tan, Mahsa Salehi, Geoffrey |. Webb

We currently only have a Java implementation of PF, we would love to include it in aeon



I Name [ Year l Code |

Disjoint-CNN 2021 y

Deep Learning Time Series Classifiers T T —

CTCAM. T3

( \ H I.-‘( N .3::5(! ,\,

. . :{:\1\(\\1 3():’: n

* There has been a huge international research effort to develop MACKS S
deep learners for TSC T TN

. FMLA 2022 n

 Arecent survey references 246 papers, most of which have been Aot st | 2022 |
published in the last three years. L - 2] =

[Submitted on 6 Feb 2023]
Deep Learning for Time Series Classification and Extrinsic Regression: A Current Survey

Navid Mohammadi Foumani, Lynn Miller, Chang Wei Tan, Geoffrey |. Webb, Germain Forestier, Mahsa Salehi

Global Average Pooling

Generally poorly Vd

Time @
evaluated,not gty S
reproducible and

self referential. =

: 1D Convolution with n filters of length k followed by a Batch Normalization and a RelLU activation.

- DN SN A B R U I S




Best in class: InceptionTime

CNN 3.308 1.4821 InceptionT
INN-DTW 3.2232 1.9866 ResNet

UNIVERSITE
HAUTE-ALSACE]

Published: 07 September 2020

InceptionTime: Finding AlexNet for time series
classification

Hassan Ismail Fawaz E, Benjamin Lucas, Germain Forestier, Charlotte Pelletier, Daniel F. Schmidt, Jonathan

e |

Weber, Geoffrey |. Webb, Lhassane Idoumghar, Pierre-Alain Muller & Francois Petitjean

Data Mining and Knowledge Discovery 34, 1936-1962 (2020) | Cite this article

Deep Learning For Time Series Classification Using New Hand-Crafted
Convolution Filters

Publisher: IEEE | Cite This @ POF Published in Blg Data 2022

Ali Ismail-Fawaz ; Maxime Devanne ; Jonathan Weber ; Germain Forestier All Authors




Feature Based Pipelines

The simplest transformation based approach is to There are many toolkits that create
create summary features then use a standard summary features
classifier

Training Data

W Feature Vector

Transformer | empe

A2 o] — <~

Unseen Case

ts/fresh

MatrixProfile . ? . -

Predicted Class

Explanatory Transformations
hctsa Highly Comparative Time-series Analysis [Fulcher and Jones|2017]
catch22 Canonical Time Series Characteristics [Lubba et al. |70I9| ‘
tsfresh TS Feature Extraction based on Scalable Hypolheqaﬂ Tests [Christ et al. 2018]
FreshPRINCE Fresh Pipeline with Rotation Forest Classifier [Middlehurst and Bagnall 2022]

J u-
- Catchz 2 Signatures Generalised Rough Path Signatures [Morrill et al. 2020]
MP Matrix Profile Transform [Yeh et al. 2018]

THE UNIVERSITY OF

SYDNEY




Bel-Air

of

1NN-DTW 3.8884 1.4688 FreshPRINCE
Catch22 3.6071 2.75 TSFresh
3.2857 Signatures

The FreshPRINCE: A Simple Transformation Based Pipeline
Time Series Classifier

Authors: Matthew Middlehurst, Anthony Bagnall Authors Info & Claims

Pattern Recognition and Artificial Intelligence: Third International Conference, ICPRAI 2022, Paris, France, june 1-3, 2022,

Proceedings, Part Il » jJun 2022 « Pages 150-161 » https://doi.org/10.1007/978-3-031-09282-4_13

Computer Science > Machine Learning
B l l I . [Submitted on 2 Aug 2023]
_ Automatic Feature Engineering for Time Series Classification: Evaluation and Discussion

Aurélien Renault, Alexis Bondu, Vincent Lemaire, Dominique Gay



W Training Data
Interval Based Ensembles TN U

oo

Ensembles of trees built on features extracted from randomised intervals Transformer 1 Transformer 2 Transformer i

For each tree: ‘» ’
J
|

1. Randomly J ’ Catch22 TSF
select intervals to J ,‘ J ‘
apply to all series | | ] ! ‘ 4 ‘ N\

CIF RISE “ STSF “
2. Extract mean, _
standard ‘ r'd ‘y

deviation and

slope from each mean | stdev | slope | mean | stdev | slope | mean | stdev | slope DrCIF
> 1 1 1 2 2 2 3 3 3
interval
Time Series Forest (TSF) (2013) Interval Based
TSF Time Series Forest [Deng et al. 2013]
RISE Random Interval Spectral Ensemble [Flynn et al. 2019]
CIF Canonical Interval Forest [Middlehurst et al. ”O’?Oa]
DrCIF Diverse Representation Canonical Interval Forest [Mlddlehurst et al. |”02!]
STSF Supervised Time Series Forest [Cabello et al. ”0”0]
r-STSF Randomised-Supervised Time Series Forest [Cabello et al. \70” 1]




Diverse Representation Canonical Interval Forest (DrCIF)

| v v
. : i
Diverse Representation: use ﬂlm\ M WW
. TR M
raw data, the periodograms L S
and first order differences L Baeseres Ll erences, . L rerodosanm

...................................................................................................

Canonical Interval Forest: | |

derive random set of summary T W AW W W}WMW e
features (catch22) on each I Wl

.......................................................................................................................................

interval, concatenate into a 'ntemll g....!nt.erx?!..z.....g g....!nt.%rx?.'.?...._g 'ntefva“' '"te"'a's 'ntefvalﬁ

new feature space for each l_l l_l l_l l_l l_l l_l

tree Interval 1 | Interval 1 | Interval 2 | Interval 2 | Interval 3 | Interval 3 | Interval 4 | Interval 4 | Interval 5 | Interval 5 | Interval 6 | Interval 6
Feature 1 | Feature2 | Feature 1 | Feature 2 | Feature 1 | Feature 2 | Feature 1 | Feature 2 | Feature 1 | Feature 2 | Feature 1 | Feature 2

................................................

Conferences > 2020 |IEEE International Confe... @

The Canonical Interval Forest (CIF) Classifier for Time Series
Classification

Publisher: IEEE A POF

Matthew Middlehurst ; James Large ; Anthony Bagnall All Authors

University of
East Anglia




Best in class: DrCIF/STSF

Randomised Supervised
Time Series Forest (RSTF) is
I — SHE G IS an interval bgsed tree

TSF 54375 2.3036 RSTSF ensemble that includes a

RISE 2500 2255 CIF supervised method for

3.7991 STSF _ _
extracting intervals

Home > Data Mining and Knowledge Discovery > Article T——"

Knowiedge Discovery
Fast, accurate and explainable time series
classification through randomization

Open acces. | Published: 16 October 2023 | (2023)

THE UNIVERSITY OF
MELBOURNE




Taxonomy of Time Series Classification Algorithms Part Il
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Data Series T

Kernel @

Activation
Map

Convolution based

P3N 2 | 9|1 (1425|122 ]|10|7

“ | ] Al 1-1]0(1 11|01
3

Tz w + TG:E ‘W

¥ J“-l'l

Max-Pooling: 14
PPV-Pooling: 8/11

~

N

Dictionary based

Sample

Shapelet based




Convolution/kernel based:ROCKET

Geoff Webb’s group in Monash proposed a simple approach to TSC that does
surprisingly well

1. Create a large number of random convolutions
2. Create feature vectors by pooling operations
3. Fit a linear classifier

Data Series T 0 1 3|29 1(14|15( 1| 2| 2 |10| 7
‘ | Tas Published: 13 July 2020 ;
kemelw |1 |01 {-1fo]1 EIE! ROCKET: exceptionally fast and accurate time
o | Tia-w g o series classification using random
Activation . - 1 6 -1 5 <13 | 1 8 5 3
Mas convolutional kernels

Max-Pooling: 14

PPV-Pooling: 8/11 Angus Dempster 8, Francois Petitjean & Geoffrey |. Webb

MONASH
University




ROCKET Family: Convolution-Based

Kernel/Convolution Based

Hybrid STC Hybrid Shapelet Transform Classifier [Guijo-Rubio et al. 2019]
ROCKET Random Convolutional Kernel Transform [Dempster et al. 2020]
MiniROCKET MINImally RandOm Convolutional KErnel Transform [Dempster et al. 2021]
ROCKET MultiROCKET MiniRocket with multiple pooling operators and transformations [Tan et al. 2022
Arsenal Arsenal [Middlehurst et al.|2021] '
‘ \ KDD > Proceedings > KDD 'z1 > MiniRocket: A Very Fast (Almost) Deterministic Transform
RESEARCH-ARTICLE . re
MiniROCKET Arsenal ¥ in & f
MiniRocket: A Very Fast (Almost)
‘ Deterministic Transform for Time Series
Home > Data Mining and Knowledge Discovery > Article CIaSSification

e al MultiRocket: multiple pooling
‘operators and transformations

Authors: Angus Dempster, © Daniel F. Schmidt, 9 Geoffrey |. Webb Authors Inf

for fast and effective time
series classification

Open access | Published: 29 June 2022 | 36,1623-1646 (2022)




Best in class: Multi-Rocket-Hydra

TNN-DTW 6.5491
Arsenal 4.1652

2.5045 Hydra-MR
2.9464 Multi-R

3.9018 Hydra |
3.9554 ROCKET ”

Mini-R 3.9777

Home > Data Mining and Knowledge Discovery > Article

We got this

Hydra: competing convolutional kernels for
fast and accurate time series classification

Open access | Published: 16 May 2023 | 37,1779-1805(2023)

one.

Data Mining and




Shapelet

candidate S
Shapelet Based Classifiers . o
f sDist(S,A) Long time series A
slide along —
Shapelets are discriminatory phase VvV WW
Independent Subserles taken from the sliding window S most similar subsequence A, ..,
train data
STC is a pipeline: select a set of
shapelets, transform into distance to { A
shapelet then build standard classifier I ST-HESCA ‘ I RSF |
A shapelez tra.n/sform for time series classification ‘

Authors: é Jason Lines Luke M. Davis, 2 Jon Hills Anthony Bagnall Authors Info & Claims -
KD lings of the 18th ACN nternational conference on Knowledge discovery and data mining » August 2012
. e 37 e doi.o G o]

Shapelet Based

UNIVERSITY OF CALIFORNIA 1
Shapelet Tree Shapelet Tree [Ye and Keogh 2011]
R I V Rs D E RSF Generalised Random Shapelet Forest [Karlsson et al.[2016]
[ﬁj ST-HESCA Shapelet Transform with HESCA Base Classifier [Bostrom and Bagnall 2017]
STC Shapelet Transform Classifier [Bagnall et al. 2020]
MrSEQL Multiple Representation Sequence Learner [Nguyen et al.]2017]




Best in class: RDST

Inspired by ROCKET,
RDST employs
dilation to improve
performance.

1NN-DTW 4.317 1.817 RDST
RSFE 3.8705 2.3036 MrSQM
2692 STC

Random Dilated Shapelet Transform: A New Approach
for Time Series Shapelets

Authors: Antoine Guillaume, Christel Vrain, Wael Elloumi Authors Info & Claims

*attern Recognition and Artificial Intelligence: Third International Conference,

22 » Pages 653-664 ¢ https://doi.org/10.1007/978-3-031-09037-0_53

Published: 01 June 2022 Publication History




Dictionary Based Classifiers

Bag of words approaches create histograms

of word counts.
The stages are
1) Windowing
2) Binning and
3) Discretisation

BOSS

I cBOSS I I S-BOSS

| I WEASEL I

PN

|| TEASER ‘I MUSE ‘

time series | Fourier transform

g \/—\
g 8 basis functions
E 2 NN
X - »
B :
o Fourier-
a 473 . . A
o ’ . 1.89 473 -4.89 0.56 coelficients
- - pH L Y
MCB
-
"

E E

+ {e {
g 'l l .‘ e
= o o e =
7 e
22 < L < discretisation
- D A A C « | < L intervals
- - | 1
5 & 8
= SFA word i |

3 1 A
A A

Classifiers built on histograms have
historically been either nearest neighbour
classifiers or linear classifiers

Dictionary Based

BOSS Bag of Symbolic Fourier Approximation Symbols [SchéferiQOlSj
WEASEL Word Extraction for Time Series Classification [Schifer and Leser 2017a]
MUSE Multivariate Symbolic Extension [Schafer and Leser["()l'lb]

cBOSS Contractable BOSS [Middlehurst et al.|2019]

S-BOSS Spatial BOSS [Large et al. "’O]‘)a] '

TDE Temporal Dictionary Ensemble [Middlehurst et al. \”070b]

TEASER Two-tier Early and Accurate Series Classifier [Schifer and Leser, {2020]




Temporal Dictionary Ensemble (TDE)

. evel evel 1 Level 2
TDE is an ensemble on NN —— :
classifiers diversified by the bag of
words parameters : -
H1 H2 H3 IH4 HS H6 H7
It uses Spatial Pyramids to
capture some location information T
| [
_ _ BOSS 4.1651 2316 TDE
It employs an adaptive Gaussian cBOSS 4.0236 W 3.3066 WEASEL
cS-BOSS 3.8113 3.3774 S-BOSS

process model to search the parameter
space for ensemble members

| § 3; Qtyeiiy

The Temporal Dictionary Ensemble (TDE) Classifier for Time
Series Classification

Authors: Matthew Middlehurst, James Large, Gavin Cawley, Anthony Bagnall Authors Info & Claims




Best in class: WEASEL 2

WEASEL 2.0 r random

parameter Variance based equi-depth or
configurations feature selection 1qm width Concatenate RIDGE regression

. j dilation sliding |scr|m|nat|v small :
Ime S windows | Fourier value dense vector weights

Dense Dictionary

Home > MachineLearning > Article

n— ) 067 WEASEL 2.0: arandom dilated

NN-DTW 5. 067 WEASEL-D Jrymme

0SS 39286 5178 TR dictionary transform for fast,
cBOSS 3.7857 3.4063 \WEASEL a.CCUI‘ate. and me.n'!ory.constramed

time series classification

Openaccess . Published: 19 September 2023 = (2023)

Machine Learning




Dilated Sliding Window

0|13 [2]9|1|14 15

Time Series T

Sliding window Bl [ W shifted along T

with dilation=2

1stwindow 0 3 9 Example: d = 2 inserts gap of
1, down-samples by 2, doubles

ond window 1 2 1 size of the receptive field

3rd window e 2 -

| * Rocket (convolution based)
P®> Improves: «+ RDST (shapelet based)
« WEASEL (dictionary based)




Hybrids: Combine Approaches

ST-HESCA | I EE | [ BOSS ] | PF \ ‘ RISE |
N NV ¥

Prediction: Class 2

Alpha (a) =4

Prob Class 1 2% 0.1 +0.59%x 0.8 + 0.58° x 0.7 4 0.6°x 0.5 = 0.29/(0.29+0.44+0.09) = 0.35
Prob Class 2 2% 0.840.59°x 0.1 x0.1 +0.6
Prob Class 3 1.1 40594 % 0.1+ 0.58°x0.2 4+ 0.6 1
COTE TS-CHIEF arg max(0.35, 0.
HCa —- HC1.0 — HC 2.0 m Contractable Bag E ries
- of SFA Symbols Forest
erformance | Performance

Estimate
Prob Class 1 1 | Prob Class 1 Prob Class 1 . Prob Class 1

Prob Class 2 i Prob Class 2

Prob Class 2 . Prob Class 2
Prob Class 3 k Prob Class 3

Prob Class 3 ¢ Prob Class 3

Journals & Magazines > |EEE Transactions on Knowledg... > Volume: 27 Issue: 9 (7] Test Case

Time-Series Classification with COTE: The Collective of Transformation-Based
Ensembles

Publisher: IEEE Cite This I POF

Anthony Bagnall ; Jason Lines; Jon Hills ; Aaron Bostrom All Authors




Best in class: HC2

Home > Machine Learning > Article
HIVE-COTE 2.0: a new meta
ensemble for time series
NN-DTW 3.8482 1.6116 HC2 classification

HC1 23973 21429 TS'CHIEF Openaccess | Published: 24 September 2021 | 110,3211-3243 (2021)

Hierarchical Vote Collective of Transformation based
Ensembles

COTE - Flat COTE: ensemble of EE and STC
AIVE-COTE (alpha) - EE/STC/RISE/BOSS/TSF
HIVE-COTE V1 - STC/RISE/CBOSS/TSF
HIVE-COTE V2 — STC/The Arsenal/TDE/DrCIF




Hierarchical Vote Collective of Transformation based Ensembles
(HIVE-COTE V2)

Prediction: Class 2

Prob Class 1 0.82°%0.1+0.59°x0.8+0.7*°x0.3 + 0.58°x 0.7 =0.29/(0.29+0.53+0.1) =0.32
Prob Class 2 0.82% 0.8 + 0.59*x 0.1 +0.7%x 0.6 + 0.58°x 0.1 = 0.53/(0.29+0.53+0.1) = 0.58
Prob Class 3 0.82°%x0.1+0.59°x0.1+0.7*x 0.1 + 0.58°x 0.2 = 0.1 /(0.29+0.53+0.1) =0.1

Prediction argmax(0.32, 0.58, 0.1)

Arsenal

Performance Performance = performance
Prob Class 1 0.8 Prob Class 1 03 Prob Class 1 0.7

Prob Class 2 0.1 Prob Class 2 0.6 Prob Class 2 0.1
Prob Class 3 0.1 Prob Class 3 0.1 Prob Class 3

(rrdion | 1 radcton__ | 4 | rscion | 1 |

Prob Class 1
Prob Class 2

Prob Class 3




Bake off Redux: compare best in class

8
I

7
I

6 5
I

4
I

|

3
I

|

2
|

1
I

PE 6.0804

FreshPRINCE 5.5313

RSTSF 5.0223

-

2.75 HC?2

3.2545 Hydra-MR

4.3661 |nceptionT

WEASEL-D 4.5313

4.4643 RDST




Is the Progress Real? Performance on UCR datasets vs HC2

Algorithm Mean Accuracy HC2 Wins HC2 0_; *‘.4_(-
Diff Loses os|  ROCKET e .
is better here ..:“r
HCA1 -1.06% 77 29 gos
ROCKET -2.49% 74 32 s
InceptionTime -1.69% 82 25 .
2 is better here *
TS-CHIEF -1.36% 97 11

L 1 L L 1 1 L 1 1 ]
0 0.1 0.2 03 0.4 05 06 0.7 0.8 0.9 1
HC2 ACC

HC2 average | |On average, over 112 UCR problems,
accuracy is HC2 is 12.37% more accurate than 1-NN DTW
89.11% (wins on 107, ties on 2, loses on 3)




Are we all just overfitting the UCR archive?
30 new datasets

MINIPrinterLargeEq AconityMINIPrinterSmallEq IGestureWiimoteXEq AllGestureWiimoteYEq AllGestureWiimoteZEq

Asphallob;(aciesun;Eq AsphaltPavementTypeUniEq  AsphaltRegularityUniEq '-woo ’orwd nthi \icretre x 35 Hyd ra_MR
. e WEASEL-D 5.1333 3.9333 HC2
el 1‘:‘ L e ‘ .. |nceptionT 4.8333 4.2333 RDST
DodgerLoopGameNmv  DodgerLoopWeekendNmy  Eles odeliny :“.“r—;v!: FreShPRINCE 45 4'3667 RSTSF

mm M‘W«J LGS

142 old+new datasets

8 7
L |

PF 5.9577

reshPRINCE 5.3134 3.3063 Hydra-MR
RSTSF 4.8838 44155 RDST
WEASEL-D 4.6585 4.4648 |nceptionT




s the Progress Real? Case Study: Detecting Fraudulent Alcohol

Raw spectra Possible interval Smoothing and Modeiling

collected selection intensity correction m

Fig. 2.3 An overview of a standard chemometric pipeline, applied o example
speclra.

A

Can we detect the methanol contents of
spirits bottles non-invasively?

Algorithm Accuracy and standard
error (LOBO)

HC2 63.82% +/- 2.72%

ROCKET 92.72% +/- 2.69%

InceptionTime

PLS

J
e

—

' uv |  Visible

44 93% +/- 2.67%
13.14% +/- 0.9%

THEQ}AA\_

A\ Scotch Whisky
) RESEARCH INSTITUTE

NIR i




Time Series Clustering (TSCL)

Home > Knowledge and Information Systems > Article Py \:* gt
Knaledgeand

Areview and evaluation of gl
elastic distance functions for N
time series clustering

Review | Openaccess | Published: 07 September 2023 | (2023)

Compare the 11 elastic distance functions used in the EE
classifier for means and median based clustering



Comparison of different distance functions for k-means TSCL

The CD is;or . 10987654321
e et Ll L L MSM only algorithm
in the paper significantly better
= .~ than Euclidean
ddtw 7.1027 4.0045 distance
lcss 6.4152 4.6473 wdtw
edr 6.3795 | 4.6652 twe
wddtw 5.9688 49152 erp
| dtw 5.933 4.9688 ed |

T

DTW significantly worse than Euclidean distance!




Comparison of different distance functions K-medoids TSCL

K-means averages to find centroids. An alternative is to use
medoids as centres (members of the cluster)

edr 6.6563 4.1696 [msm
lcss 6.4554 4.4375 |twe
wddtw 6.1696 4.6384 |erp
dditw 5.9286 4.9643

DTW not worse than
Euclidean distance using
medoids

led 5.8839

5.6964

dt
)

Distances with explicit
warp penalty all better
than Euclidean distance




Barycentre Averaging (DBA) [4] for K-Means

K-means averages to find centroids. An alternative is to warp
cluster members onto each other.

Algorithm 7 DTW Barycentre Averaging(c, the initial average sequence, Xp,
p time series to average.

1: Let dtw_path be a function that returns the a list of tuples that contain the indexes of
the warping path between two time series.
2: Let W be a list of empty lists, where W, stores the values in X of points warped onto
centre point c¢;.
for x € Xy, do
P «+ dtw_path(x,c)

for (i, §) € P do Find centroids by averagin
W .]()_ EM/"_‘ Uz ) — . y g g
- over realigned values

for i < 1 to m do

c; < mean(W;)
return c

e RSO LRl




Comparison of DBA, k-means and k-medoids

[kmeans-dtw ]6-4099

kmedoids-ed 5.6036

Clear top clique of
three algorithms

(4.0721

kmedoids-dtw 9.2973

4.2477

4.2883

kmedoids-msm
kmeans-msm
kmedoids-twe

~

J

4.8243

[ dtw-dba }5.1306

J

dba significantly
improves DTW

5.1261

Kmeans-twe

Kmeans-ed




Time Series Extrinsic Regression (TSER)

-‘\‘ = ealCrll...
= I‘le > ¢cs > arXiv:2305.01429 [ e

Help | A«
Computer Science > Machine Learning
[Submitted on 2 May 2023]

Unsupervised Feature Based Algorithms for Time Series Extrinsic
Regression

David Guijo-Rubio, Matthew Middlehurst, Guilherme Arcencio, Diego Furtado Silva, Anthony Bagnall
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s"%Universidade

158 | ~
3+ de Sao Paulo
UNIVERSIDAD P CORDOBA s




Time Series Regression

* To most people, TSR means reducing forecasting to
regression with a sliding window
* There is another sort of regression that aligns more

with standard regression: use a time series to predict
an external variable

Time series extrinsic regression

Predicting numeric values from time series data

Chang Wei Tan &3, Christoph Bergmeir, Francois Petitjean & Geoffrey |. Webb

Data Mining and Knowledge Discovery 35, 1032-1060 (2021) | Cite this article




Time Series Regression A

We have
expanded the
archive from 19
datasets to 63

Name

| Prediction problem (response variable)

Economic Analysis

DailyQilGasPrices

] Daily gas price with time series of oil price:

\B_

Energy Monitoring

Energy building predictors
OccupancyDetectionLight
SolarRadiationAndalusia
TetuanEnergyConsumption
WindTurbinePower

Estimate the energy consumption of different sorts on huilding.\g.

The average hourly occupancy of an office from sensor measurements [43].

The average hourly solar radiation from atmospherical measurements™.

‘The daily average power consumption in three areas of Tetouan from atmospherical measurements [44).
The daily power output of a wind turbine based on time series of torque measurements®™.

Environment monitoring

AcousticContaminationMadrid
Africa Soil Chemistry
BeijinglntAirportPM25Quality
DailyTemperatureLatitude
DhakaHourlyAirQuality
Madrid PM10Quality
MetrolnterstateTrafficVolume
ParkingBirmingham
PrecipitationAndalusia
SierraNevadaMountainsSnow

The 1st percentile of sound pressure levels from l.Am.F.

A set of 12 problems derived from the Africa Soil Information Service (AfSIS) Soil (‘hcmi.\'(ryp.

‘The daily average of particulate matter in the Airport of Beijing from atmospherical data. [43].

‘The latitude of a city based on the annual time series of daily temperature™.

The Air Quality Index in Dhaka using localised particular matter time series™.

The weekly average of particulate matter in the city of Madrid, Spain, from measurements of gases™.
The daily average traffic volume of a road in the USA from atmospherical variablesH.

The daily occupancy rate from the hourly total number of parked cars [44].

The yearly average of rainfall on Andalusia, Spain, from meterological measurements™.

The amount of snow based on temperature time series [47].

5]

Equipment monitoring

ElectricMotorTemperature
LPGas/Methane MonitoringHomeActivity
GasSensorArray Ethanol/Acetone
WaveTensionData

The temperature of an electric motor based on time series of torque rcudings[m.
The liquefied petroleum and methane concentration from gas sensors [48].

The concentrations of two analytes, acetone based on 16 metal-oxide sensors [49).
‘The tension of a string based on wave elevation time series™ .

Health Monitoring

BarCrawl6min
Covid19Andalusia
VentilatorPressure

‘The transdermal alcohol content by using an accelerometer [50].
The rate of deceased/contagions people from number of contagions in Andalusia, Spain [S1]].
‘The pressure of the inspiratory solenoid valve from control input and output of the same valve™.

Sentiment Analysis

Crypto Sentiment
NaturalGasPriceSentiment

o

The sentiment of four cryptocurrencies based on the same days hourly price™.

Sentiment scores about natural gas prices [32]| based on the daily natural gas prices.



TSER Bakeoff

Current algorithms EE R 7 sea B2 i
are not any better =R
than standard L
regressors 1nn-ed 10.2063 4.4921 randF
1nn-dtw 9.7143 >.1746 inception
fpcr-b {0937 5.746 xgb
fon 7.6508 5.8095 ROCKET
grid-svr 7.6508 2.9206 resnet
fpcr 7.2857 6.3968 5nn-dtw
7.1387 5nn-ed




New TSER Algorithms

Adapted DrCIF and FreshPRINCE are significantly
better than all other approaches used

8 7 6 2 4 3 2 1
I I I IR R N
A\J- |
xgb 6.2381 3.1825 DrCIE
ROCKET 5.4127 3.2619 freshPRINCE
TSF 4.9841 3.9524 rotF
multiROCKET 4.7302 4.2381 inceptionE




Open Source Software a

https://twitter.com/aeon_toolkit https://github.com/aeon-toolkit/aeon

Scikit learn compatible machine learning toolkit with
(nearly) all the functionality described in this talk
available




Future Directions

Classification: scalability, explainability, more use
cases (unequal length, streaming etc), more
applications (EEG, vitals, industry)

Clustering: Bake off, cluster ensembles

Regression: HC2 for regression, forecasting
regression

Similarity search, anomaly detection,
segmentation ...



Thank you for listening, any questions?



Evaluating a clustering

« Cluster quality is subjective and problem specific
« We use a range of measures to assess quality

. Accuracy

. Mutual Information
. Rand index

. ... many others

Some people evaluate on the train data, some on test data
The results | present here are all accuracy on test data
We have also reported results for other measures and on train data



Dynamic time warping (DTW/WDTW) distances

Algorithm 1 DTW (a, b, (both series of length m), w (window proportion,
default value w < 1), M (pointwise distance matrix))

1: Let C be an (m + 1) X (m + 1) matrix initialised to zero, indexed from zero.

2: for i ¢ 1 tom do DTW has no explicit
2: for ﬁ— 1 t|0<m do o penalty for moving off the
‘ = P Jy s i diagonal. The warping
’ return Cfﬂ & Mij +min(Ci1,j-1,Ci-1,4, Cig1) window controls
Weighted DTW [1] (wdtw) has a weight penalty for moving off the diagonal
w(a) = s MY = wi]i = 1) - (as — b)?
1+ e—9(a—m/2) »J




edit distance on real sequences (EDR) [2]

Algorithm 3 EDR (a,b , (both series of length m), € (equality threshold)

1: Let £ be an (m + 1) x (m + 1) matrix initialised to zero, indexed from zero.
2: for i + 1 to m do

3 for 7 + 1 to m do

4 iFfi=0Vj=0 then : :

B: 1 Ei,j < m EDR is an adaptation of
6: else

. if |a; — b;| <  then longest common

g - 0 subsequence that applies
9: else

10: . a constant penalty for
11: match +— B 149 +6 mismatches

12: insert E’i-—l,j + 1

15 delete +— F; 4 141

14: E; ; ¢ min(match,insert, delete)

return E.,, m




Edit distance with real penalty (ERP) [3]

Algorithm 4 ERP (a, b (both series of length m), g, (penalty value), d, (point-
wise distance function))

1: Let E be an (m + 1) X (m + 1) matrix initialised to zero, indexed from zero.
2: for 1 <+ 1 tom do

3 for j + 1 to m do .

4 if i = 0 then ERP imposes a penalty for
5: Eij « 3 k= d(bk, 9) moving off diagonal (insert
6: else if j = 0 then

7. Ei; < 3™ . d(ak, g) and delete) based on

8 else :

B atch ¢ iy ;1 4+ d(as. b)) distance to a constant

10: insert «+ E;_1 ; + d(ai, g) parameter g

11: delete + E; ;—1 + d(g,b;)

12: E; j < min(match,insert, delete)

return E,, m




Move split merge (MSM) [4]

Algorithm 5 MSM(a, b (both series of length m), ¢ (minimum cost), d, (point-
wise distance function))

1: Let D be an m X m matrix initialised to zero.
fe D1,1 = d(a1,b1)
3: for i +— 2 to m do ey gSsaryj2E >z
4 Diy1=D;11+C(ai,ai-1,b1) Ol o) = { ¢+ min(|z — y|, |z — z|) otherwise.
5: for i + 2 to m do
6: Dl,i :Dl,i—1+C(bi,CL1,b—|—i—1)
: f“;;fff;f; - MSM uses a constant penalty
1%: matcf; « gi—l,j—l = d(a;, b;) . If values are within a
: nsert < LG _1.4 a;,a;—1,04
U dadec b TeGn Tl threshold, and a data
12 returnD[i)’j < min(match, insert, delete) dependent pena|ty otherwise




Time Warp Edit (TWE) [5]

Algorithm 6 TWE(a,b (both series of length m), X (edit cost), v (warping
penalty factor), d, (pointwise distance function))

return D(m,n)

TWE uses a stiffness penalty
(nu) for warping and an edit
penalty for insert and delete
(lambda)

1: Let D be an m + 1 X n + 1 matrix initialised to 0
7. D(),() =10

3: for i + 1 tom do

4: Di,() = 0

o: D(),»,; — GO

6: for 2 + 1 to m do

'§ for j «+ 1 ton do

8: match = D(i — 1,5 — 1) +d(a;,b;) + d(a;—1,bj—1) + 2v(]i — j|)
9: delete = D(i — 1,j) +d(a;,a;—1) + A+ v
10: insert = D(¢,5 — 1) +d(bj,bj—1) + A+ v
1l D(i,j) =min(match, insert, delete)




Other distances in the comparison

1]

Euclidian distance (ED) &

Longest common subseq (LCSS)
Derivate DTW (ddtw) [6] (3]
Derivate weighted DTW (dwdtw)

4]

Y. Jeong, M. Jeong, and O. Omitaomu. Weighted dynamic time warping
for Lime series classilication. Pallern Recognilion, 44:2231-2240, 2011.

Lei Chen, M. Tamer Ozsu, and Vincent Oria. Robust and [ast similarity
search for moving object trajectories. In proceedings of the ACM SIGMOD
Inlernalional Conference on Managemenl of Dala, 2005.

L. Chen and R. Ng. On the marrnage of Lp-norms and edit distance. In
I

proceedings of the 30th Inlernalional Conference on Very Large Dala Bases,

2004.

A. Stelan, V. Athitsos, and G. Das. The Move-Split-Merge metric for
time series. JEEE Transaclions on Knowledge and Dala Engineering,
25(6):1425-1438, 2013.

P. Marteau. Time warp edit distance with stillness adjustment for time
series matching. IEEE Transaclions on Pallern Analysis and Machine
Intelligence, 31(2):306-318, 2009.

E. Keogh and M. Pazzani. Derivative dynamic time warping. In proceedings
of the 1sl SIAM Inlernalional Conference on Dala Mming, 2001.



