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Talk Structure

What is time series machine learning?
• Classification
• Clustering
• Regression



What is a time series?

A time series is an ordered list of observations 
of real valued variable

If each observation is a scalar, 
we call it a univariate time 
series 

If each observation is a vector 
of observations  we call it a 
multivariate time series

The data does not need 
to be ordered in time 
(sometimes called a 
data series)



Time Series Machine Learning Repository
www.timeseriesclassification.com

Introduced in 2002 and expanded several times since, the 
archive datasets have been used in thousands of papers

About half donated by the TSML group at UEA/Southampton

Expanded in 2018 to 128 datasets
Multivariate Archive introduced in 2018 with 30 
datasets

We would like to 
thank everyone who 
donates and helps 
maintain these 
archives



Image Outlines 
Hand and bone outlines, Herring Otoliths, Faces, Leaves, Arrow Heads, Yoga, Words/letter, Shapes 
(MPEG7)
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Hand and bone outlines, Herring Otoliths, Faces, Leaves, 
Arrow Heads, Yoga, Words/letter, Shapes (MPEG7)



Sensor Data
Insect wing beats, Car Engines, Phonemes (sound), Worm Motion

Car engines, light curves, lightning, electric devices



Human Activity Recognition
Gestures (Uwave), Cricket hand signals, Gun Point, Asphalt 
road condition, inline skating 



Food Spectrographs
Beef, Coffee, Ham, Meat, Olive Oil, 
Strawberry, Wine, Whisky



Biomedical signals
ECG, EEG, MEG, EOG



Time Series Machine Learning Tasks

Clustering Classification

Similarity 
Search

Rule 
Discovery
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Time Series Classification (TSC)

Classify 
unlabelled series ?

Labelled training 
series





aeon tsml toolkit
https://www.aeon-toolkit.org/



Taxonomy of Time Series Classification Algorithms Part I

Interval based

Distance based

Feature based

Deep learning



Distance Based Classifiers

MSM uses a constant penalty 
if values are within a 
threshold, and a data 
dependent penalty otherwise

DTW has no explicit 
penalty for moving off 
the diagonal. 



Elastic Ensemble (EE)

Euclidean Distance
DTW (full)
DTW (cv window)
Derivative DTW (full)
Derivative DTW (cv window)
Weighted DTW
Weighted Derivative DTW
Longest Common Subsequence
Edit Distance with Real Penalty
Move-Split-Merge
Time-warp Edit Distance

The Elastic Ensemble

• Simple and transparent proportional voting scheme

• Constituents weighted by training cross-validation accuracy

• First reported TSC algorithm to significantly outperform DTW on the UCR datasets



Best in class: Proximity Forest (PF)

BUT ….

We currently only have a Java implementation of PF, we would love to include it in aeon   



Deep Learning Time Series Classifiers

• There has been a huge international research effort to develop 
deep learners for TSC

• A recent survey references 246 papers, most of which have been 
published in the last three years. 

Generally poorly 
evaluated,not
reproducible and 
self referential. 



Best in class: InceptionTime

BUT ….

InceptionTime is an 
ensemble of inception 
based deep learners

Published in Big Data 2022



Feature Based Pipelines

The simplest transformation based approach is to 
create summary features then use a standard 
classifier 

There are many toolkits that create 
summary features



Best in class: FreshPRINCE

BUT ….

The FreshPRINCE is a 
pipeline classifier 
combining TSFresh and 
the RotationForest
classifier 
(FreshPRINCE).

Published in IJCNN in 2023



Interval Based Ensembles
Ensembles of trees built on features extracted from randomised intervals

Time Series Forest (TSF) (2013)



Diverse Representation Canonical Interval Forest (DrCIF) 

Diverse Representation: use 
raw data, the periodograms 
and first order differences
Canonical Interval Forest: 
derive random set of summary 
features (catch22) on each 
interval, concatenate into a 
new feature space for each 
tree



Best in class: DrCIF/STSF
Randomised Supervised 
Time Series Forest (RSTF) is 
is an interval based tree 
ensemble that includes a 
supervised method for 
extracting intervals



Taxonomy of Time Series Classification Algorithms Part II

Shapelet based

Dictionary based

Convolution based

Hybrids



Convolution/kernel based:ROCKET

Geoff Webb’s group in Monash proposed a simple approach to TSC that does 
surprisingly well

1. Create a large number of random convolutions
2. Create feature vectors by pooling operations
3. Fit a linear classifier



ROCKET Family: Convolution-Based



Best in class: Multi-Rocket-Hydra

We got this 

one.



Shapelet Based Classifiers

Shapelets are discriminatory phase 
independent subseries taken from the 
train data

STC is a pipeline: select a set of 
shapelets, transform into distance to 
shapelet then build standard classifier 



Best in class: RDST

Inspired by ROCKET, 
RDST employs 
dilation to improve 
performance.



Dictionary Based Classifiers

Bag of words approaches create histograms 
of word counts.
The stages are 
1) Windowing
2) Binning and 
3) Discretisation

Classifiers built on histograms have 
historically been either nearest neighbour 
classifiers or linear classifiers



Temporal Dictionary Ensemble (TDE)

TDE is an ensemble on NN 
classifiers diversified by the bag of 
words parameters

It employs an adaptive Gaussian 
process model to search the parameter 
space for ensemble members

It uses Spatial Pyramids to 
capture some location information



Best in class: WEASEL 2



Dilated Sliding Window

...

0 1 3 2 9 1 14 15Time Series T

Sliding window
with dilation=2

0 3 9

1 2 1

3 9 14

Shifted along T

1st window

2nd window

3rd window

Example: d = 2 inserts gap of
1, down-samples by 2, doubles
size of the receptive field

• Rocket (convolution based)
• RDST (shapelet based)
• WEASEL (dictionary based)

Improves:



Hybrids: Combine Approaches



Best in class: HC2

Hierarchical Vote Collective of Transformation based 
Ensembles
COTE - Flat COTE: ensemble of EE and STC
HIVE-COTE (alpha) - EE/STC/RISE/BOSS/TSF
HIVE-COTE V1   - STC/RISE/CBOSS/TSF
HIVE-COTE V2 – STC/The Arsenal/TDE/DrCIF



Hierarchical Vote Collective of Transformation based Ensembles
(HIVE-COTE V2)



Bake off Redux: compare best in class



Algorithm Mean Accuracy 
Diff

HC2 Wins HC2 
Loses

HC1 -1.06% 77 29

ROCKET -2.49% 74 32

InceptionTime -1.69% 82 25

TS-CHIEF -1.36% 97 11

Is the Progress Real? Performance on UCR datasets vs HC2

On average, over 112 UCR problems,
HC2 is 12.37% more accurate than 1-NN DTW 
(wins on 107, ties on 2, loses on 3)

HC2 average 
accuracy is 
89.11%



Are we all just overfitting the UCR archive?
30 new datasets

142 old+new datasets



Can we detect the methanol contents of 
spirits bottles non-invasively?

Is the Progress Real? Case Study:  Detecting Fraudulent Alcohol

Algorithm Accuracy and standard 
error (LOBO)

HC2 63.82% +/- 2.72%

ROCKET 52.72% +/- 2.69%

InceptionTime 44.93% +/- 2.67%

PLS 13.14% +/- 0.9%



Time Series Clustering (TSCL)

Compare the 11 elastic distance functions used in the EE 
classifier for means and median based clustering



Comparison of different distance functions for k-means TSCL

DTW significantly worse than Euclidean distance!

MSM only algorithm 
significantly better 
than Euclidean 
distance

The CD is for 
accuracy. Results 
with other measures 
in the paper



Comparison of different distance functions K-medoids TSCL

DTW not worse than 
Euclidean distance using 
medoids

Distances with explicit 
warp penalty all better 
than Euclidean distance 

K-means averages to find centroids. An alternative is to use 
medoids as centres (members of the cluster)



Barycentre Averaging (DBA) [4] for K-Means

K-means averages to find centroids. An alternative is to warp 
cluster members onto each other.

Find centroids by averaging
over realigned values



Comparison of DBA, k-means and k-medoids

dba significantly 
improves DTW

Clear top clique of 
three algorithms



Time Series Extrinsic Regression (TSER)



Time Series Regression

• To most people, TSR means reducing forecasting to 
regression with a sliding window

• There is another sort of regression that aligns more 
with standard regression: use a time series to predict 
an external variable 



Time Series Regression Archive

We have 
expanded the 
archive from 19 
datasets to 63



TSER Bakeoff

Current algorithms 
are not any better 
than standard 
regressors



New TSER Algorithms

Adapted DrCIF and FreshPRINCE are significantly 
better than all other approaches used



Open Source Software

Scikit learn compatible machine learning toolkit with 
(nearly) all the functionality described in this talk 
available

https://twitter.com/aeon_toolkit https://github.com/aeon-toolkit/aeon



Future Directions

Classification: scalability, explainability, more use 
cases (unequal length, streaming etc), more 
applications (EEG, vitals, industry)

Regression: HC2 for regression, forecasting 
regression

Clustering: Bake off, cluster ensembles

Similarity search, anomaly detection, 
segmentation …



Thank you for listening, any questions?



Evaluating a clustering

• Cluster quality is subjective and problem specific
• We use a range of measures to assess quality
• Accuracy
• Mutual Information
• Rand index
• … many others
• Some people evaluate on the train data, some on test data
• The results I present here are all accuracy on test data
• We have also reported results for other measures and on train data



Dynamic time warping (DTW/WDTW) distances

DTW has no explicit 
penalty for moving off the 
diagonal. The warping 
window controls 

Weighted DTW [1] (wdtw) has a weight penalty for moving off the diagonal



edit distance on real sequences (EDR) [2]

EDR is an adaptation of 
longest common 
subsequence that applies 
a constant penalty for 
mismatches



Edit distance with real penalty (ERP) [3]

ERP imposes a penalty for 
moving off diagonal (insert 
and delete) based on 
distance to a constant 
parameter g



Move split merge (MSM) [4]

MSM uses a constant penalty 
if values are within a 
threshold, and a data 
dependent penalty otherwise



Time Warp Edit (TWE) [5]

TWE uses a stiffness penalty 
(nu) for warping and an edit 
penalty for insert and delete 
(lambda)



Other distances in the comparison

• Euclidian distance (ED)
• Longest common subseq (LCSS)
• Derivate DTW (ddtw) [6] 
• Derivate weighted DTW (dwdtw)


